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Abstract: 

Forecasting online retail sales has become a critical task for e-commerce enterprises aiming to 

maintain competitive advantage, manage inventory efficiently, and optimize marketing 

strategies. Traditional forecasting models often fall short in capturing the non-linear and non-

stationary nature of retail sales data, leading to suboptimal accuracy and strategic misjudgments. 

This paper proposes a hybrid forecasting model that leverages Empirical Mode Decomposition 

(EMD) for preprocessing the sales data and a Deep Long Short-Term Memory (LSTM) neural 

network for learning temporal dependencies. EMD serves to break down complex sales signals 

into Intrinsic Mode Functions (IMFs), enabling the model to extract meaningful patterns from 

volatile and noisy sales data. Our proposed model is evaluated using a real-world online retail 

dataset comprising transaction records over a multi-year period. Results demonstrate that the 

EMD-Deep LSTM model significantly outperforms traditional models such as ARIMA, standard 

LSTM, and Prophet in terms of RMSE, MAE, and MAPE. The research offers empirical 

evidence that the combination of EMD and Deep LSTM can serve as a powerful tool for sales 

forecasting in dynamic online retail environments. 
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I. Introduction 

The rapid expansion of e-commerce has ushered in a new era of consumer behavior, 

characterized by high variability in purchasing patterns, promotional cycles, and product 

launches. [1] Forecasting sales in such a volatile landscape is essential not only for supply chain 

management but also for business intelligence, promotional planning, and personalized customer 

engagement [2]. While conventional time series models like ARIMA and Exponential 

Smoothing have historically been used for sales forecasting, their assumptions of linearity and 

stationarity render them inadequate in the face of the complex patterns inherent in online retail 

data [3]. Recent advances in deep learning, especially the development of recurrent neural 

networks like LSTM, have shown promise in modeling temporal sequences with long-range 

dependencies. LSTM's gating mechanisms allow it to retain relevant information across long 

time intervals, making it suitable for financial and sales time series [4]. However, raw sales data 

often contain multiple seasonality’s, sudden jumps, and noise, making it difficult for LSTM 

models to directly extract patterns without prior data transformation. This is where signal 

decomposition techniques such as Empirical Mode Decomposition (EMD) come into play [5]. 

EMD is a data-driven technique that adaptively decomposes a time series into a set of Intrinsic 

Mode Functions (IMFs), each representing oscillations at different frequencies [6]. The 

combination of EMD and LSTM leverages the strength of both techniques: EMD simplifies the 

forecasting problem by isolating different temporal components, and LSTM provides strong 

temporal modeling capabilities for each component [7]. Despite the conceptual advantages of 

this hybrid approach, there remains a scarcity of rigorous studies applying EMD with deep 

LSTM to retail sales forecasting. This paper aims to bridge that gap by developing and 

evaluating an EMD-Deep LSTM model for online retail sales forecasting [8]. Using a large 

dataset of transaction-level retail sales, we demonstrate that our hybrid model captures complex 

temporal dynamics more effectively than baseline models. In doing so, we not only offer a robust 

methodology for retail forecasting but also contribute to the growing body of research on hybrid 

deep learning models for time series analysis [9]. 

II. Related Work 
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Sales forecasting has been approached from various perspectives in the literature, ranging from 

classical statistical models to modern machine learning techniques. Traditional models like 

ARIMA, Holt-Winters, and linear regression have been widely used due to their interpretability 

and ease of implementation [10]. However, these models are fundamentally limited by their 

assumptions of linearity and require stationarization of data, which reduces their efficacy in 

capturing non-linear patterns typical in online retail [11]. The emergence of machine learning 

introduced models such as decision trees, support vector machines (SVM), and gradient boosting 

methods like XGBoost into the forecasting landscape. These models improved performance by 

capturing non-linear relationships, yet they often ignore the temporal structure of the data unless 

features are manually engineered to reflect lag dependencies, seasonality’s, and trends [12]. As 

such, their forecasting performance is generally inferior in scenarios involving complex time 

dynamics [13]. 

Deep learning, particularly recurrent neural networks (RNNs) and their variants like LSTM and 

GRU, has shown exceptional promise in sequence modeling. LSTM networks, due to their 

ability to learn long-term dependencies, have been applied extensively in financial forecasting, 

energy consumption prediction, and sales modeling. However, they can still struggle with raw 

time series that exhibit noise and non-stationarity. To address this, researchers have explored 

combining preprocessing techniques with LSTM [14]. Empirical Mode Decomposition, 

introduced by Huang et al., is particularly effective in handling non-linear and non-stationary 

signals. It decomposes a time series into IMFs that can be more easily modeled. Recent studies 

have successfully combined EMD with machine learning techniques such as SVR and random 

forests [15]. However, the literature on EMD combined with deep LSTM for retail forecasting 

remains sparse. Some work in other domains, like power load and financial market prediction, 

has shown that EMD improves deep learning model performance, indicating strong potential for 

application in retail [16]. The novelty of this study lies in applying the EMD-LSTM hybrid to 

online retail sales forecasting, an area not comprehensively explored before. Additionally, we 

compare the proposed approach against both classical and modern baselines using multiple 

evaluation metrics, thus providing a robust benchmark for future work [17]. 

III. Methodology 
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The proposed methodology involves two major components: Empirical Mode Decomposition for 

preprocessing and Deep LSTM for forecasting [18]. The primary motivation behind the hybrid 

approach is to enhance the LSTM’s learning capability by providing it with decomposed 

components of the sales data that are easier to model individually [19]. The retail sales data used 

for this research consist of transaction records from an online retailer over a span of several 

years, aggregated on a daily basis. The EMD process begins with the decomposition of the 

original sales time series into a finite number of IMFs and a residual component [20]. Each IMF 

captures oscillatory modes present in the original data at varying frequencies. This 

decomposition is achieved through a sifting process, which iteratively subtracts local mean 

values from the signal until the component satisfies conditions of symmetry and zero-mean. The 

number of IMFs generated is based on the data’s complexity and can vary across different 

datasets. After decomposition, each IMF is treated as an individual time series [21]. A deep 

LSTM model is trained separately on each IMF [22]. The architecture for the LSTM network 

includes multiple hidden layers, dropout regularization to prevent overfitting, and batch 

normalization for training stability. The number of layers and neurons is optimized through grid 

search and cross-validation. For each IMF, the model is trained to predict the next value in the 

series based on a rolling window of past observations [23]. 

 

Figure 1: show model convergence during training. 
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Once all individual IMF forecasts are generated, the predicted values are aggregated to form the 

final forecasted sales value. The residual component, which represents the trend, is also 

forecasted and added back to the sum of the predicted IMFs. The aggregated prediction 

represents the model’s forecast of the original sales series [24]. The entire pipeline is 

implemented in Python using the PyEMD library for decomposition and TensorFlow/Keras for 

deep learning. The data is split into training and testing sets using an 80/20 ratio, and 

normalization is applied to each IMF before training. Evaluation is conducted using RMSE, 

MAE, and MAPE to assess the model’s performance comprehensively [25]. 

IV. Experimental Setup and Results 

For experimentation, we used a publicly available online retail dataset containing transactional 

data for over 500,000 orders made between 2010 and 2011. The data were cleaned to remove 

outliers, returns, and missing values, resulting in a cleaned dataset of around 400,000 entries. 

The data was aggregated to form a daily sales time series and then divided into training and test 

sets based on time [26]. The EMD process produced 6 IMFs and 1 residual trend component. 

Each IMF displayed distinct frequency patterns, with higher frequency IMFs capturing rapid 

fluctuations and lower frequency IMFs representing seasonal trends. Visual inspection confirmed 

that EMD effectively separated the complex signal into interpretable subcomponents [27]. 

Each IMF was modeled using a deep LSTM network with two hidden layers of 100 neurons 

each, ReLU activation, and a dropout rate of 0.2. The model was trained for 100 epochs with 

early stopping based on validation loss. The Adam optimizer was used with a learning rate of 

0.001, and the batch size was set to 64. The individual forecasts of IMFs were aggregated along 

with the trend forecast to obtain the final forecast. The proposed EMD-LSTM model was 

benchmarked against ARIMA, standard LSTM, and Facebook Prophet. Results showed that 

EMD-LSTM outperformed all other models across all evaluation metrics. Specifically, the model 

achieved an RMSE of 128.3, MAE of 95.4, and MAPE of 7.2%, compared to RMSE of 183.6, 

MAE of 140.1, and MAPE of 12.6% for standard LSTM. ARIMA and Prophet performed worse 

due to their inability to adapt to the nonlinear nature of the data [28]. 



          Pages: 34-41 
     Volume-II, Issue-II (2025)   

_____________________________________________________________________________________  

 

_____________________________________________________________________________________ 

39 | P a g e                Baltic Journal of Multidisciplinary Research - BJMR  

 

 

Figure 2: visually compare actual and predicted values. 

Ablation studies were conducted to evaluate the contribution of each component [29]. Removing 

EMD and using raw sales data with LSTM reduced performance significantly, affirming the 

importance of decomposition. Similarly, using only shallow LSTM layers reduced accuracy, 

indicating the need for deep architectures in capturing complex patterns [30]. 

V. Conclusion 

This paper presents a hybrid model combining Empirical Mode Decomposition and Deep LSTM 

for forecasting online retail sales. The EMD component successfully decomposes the noisy and 

non-stationary sales data into intrinsic components that isolate different temporal behaviors, 

making it easier for the LSTM to learn meaningful patterns. The deep LSTM architecture further 

enhances predictive power by capturing long-term dependencies within each decomposed 

component. Empirical results from a real-world dataset confirm that this approach significantly 

outperforms traditional models and standalone LSTM networks across various metrics. The 

proposed EMD-LSTM framework not only advances the field of time series forecasting in retail 

but also sets a foundation for applying hybrid deep learning approaches in other domains 

characterized by complex temporal dynamics. Future work can explore enhancements such as 

attention mechanisms or multi-modal data inputs to further improve forecasting accuracy. 
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